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LEGION: Visually compare modeling techniques
for regression
Subhajit Das and Alex Endert

Abstract—People construct machine learning (ML) models for various use cases in varied domains such as in healthcare, finance,
public-policy, etc. In doing so they aim to improve a models’ performance by adopting various strategies, such as changing input data
(data augmentation), tuning model hyperparameters, performing feature engineering that includes feature extraction, feature
augmentation or feature transformation. However, how would users know which of these model construction strategies to adopt for their
problem? Following any or all of these approaches allows the construction of a gigantic set of models, from which users may select
model(s) suited to their data analytic task. This problem of model selection is non-trivial because in real-world use cases many of the best
performing models (in relation to a specified metric) may appear to serve users’ goal but often exhibits nuances and tradeoffs (e.g, may
weight features differently, varying compute times to train, or may predict relevant data instances differently etc.). This paper aims to solve
the problem of how to construct models and how to select a preferred modeling strategy by allowing users to compare the differences and
similarities between multiple regression models, and then learn not only about the model but also about their data. This learning further
empowers them to select model(s) that more precisely suit their analysis goals. We present LEGION, a visual analytic tool that helps
users to compare and select regression models constructed either by tuning their hyperparameters or by feature engineering. We also
present two use cases on real world datasets validating the utility and effectiveness of our tool.

Index Terms—Visual comparison, Visual Analytics, Regression Task, Model selection, Multi-model system, Feature engineering.
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1 INTRODUCTION

Machine learning (ML) has changed how people solve problems
in various domains. For example healthcare practitioners use ML
to predict disease diagnostics [1], [2], financial analysts model
and forecast future housing prices [3], etc. In such scenarios,
people construct models that are expected to not only be highly
accurate, but also should satisfy other relevant user-specified
criteria. These may include models that are easier to explain
or reason, models that can better characterize missing values in
the training data, models that are faster to train and deploy in a
production setting etc. To achieve these goals users can construct
better models by augmenting data, tuning hyperparameters, or
adopting feature engineering techniques. As such users should
question: (1) What modeling strategies (e.g., hyperparameter tuning
or feature engineering) should be used to construct models?, and
(2) How should models be selected from a set of candidate models?
To resolve the model construction problem we present a visual
technique that aids in comparison of models that are constructed
using feature engineering versus models that are constructed using
hyperparameter tuning. We are motivated not only to help users
select models but more importantly to help users decide on an
appropriate model construction strategy for their domain-specific
problem, an important distinction from previous systems.

The second question that this paper addresses pertains to model
selection in visual analytics (VA), which often is a multi-objective
optimization problem, where users may have a varying set of
domain-specific goals that depends on the dataset and the problem
at hand e.g., accuracy per class label on an imbalanced data [4]. In
an interactive model selection process (e.g., RegressionExplorer [5],
Xclusim [6], etc.) when users are presented with multiple models

• , Subhajit Das, and Alex Endert are with Georgia Institute of Technology.
E-mail: das, endert@gatech.edu

that solve the same task, some candidate models may serve a subset
of their goals, but these may also have critical tradeoffs that needs to
be presented to users as they select their preferred model. Recently,
VA researchers have looked at visual interfaces that provide access
to multiple machine learning models. For example, ClusterVision
allows interactive construction of multiple clustering models [7],
Boxer shows an approach to compare discrete-choice classifiers
in relation to subset data items using multiple coordinated views
[8]. Similarly, Hypermoval [9] and BEAMES [10] are systems
that allow interactive modeling of multiple regression models.
While these tools are effective and useful to help users find or
compare preferred models, they fail to help users decide on what
modeling strategy is suitable for their problem. Most of these
systems, are implemented using one of the modeling strategies
(i.e., either hyperparameter tuning, or feature engineering, etc.).
For example, the tool Squares [11], shows model performance
visualization for multi-class classifiers, but fails to clarify the
distinction or commonality between models in relation to how
they were constructed. Another tool Gamut allows construction
and interpretation of a very specific ML model (GAM models for
regression), but is not designed to answer what modeling strategy
would solve the users’ problem [12].

We seek to express incoherencies and similarities between
models in relation to various modeling strategies. Different models
show subtle nuances in relation to data instances and features
present in the data, that exposes the tradeoffs between them, and
further helps users to learn more about the model and their data. To
that end, MLCube is a VA system [13] that is the closest solution to
this problem (that we know of). MLCube compares multiple models
in relation to aggregation statistics and evaluation metrics over data
instance subsets. However, MLCube does not compare models in
relation to the underlying modeling technique. Furthermore, past
VA systems (e.g., BEAMES [10], FeatureExplorer [14]) expect
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users to specify feature weights or select features when they
construct models. This is effective when the user is either a domain
expert or the data has such features that are more relevant than
others. However, what if the user is not certain about which features
to select, or if the data contains noise and does not reflect the users
expectation. In such cases, we need systems that show various
modeling possibilities by using various combination of features.

In this paper, we present LEGION, a VA tool that allows
comparison of regression models across two modeling strategies:
(1) Hyperparameter Tuning, and (2) Feature Engineering seeking
to assist users in knowing which modeling strategy is suited to their
problem. Thus it helps users to select an appropriate modeling strat-
egy in addition to selecting preferred models. While the first type
of models are constructed using hyperparameter tuning (with HP JS
library [15]) of Tensorflow based linear regression models [16], the
other type is implemented as a custom designed feature engineering
module on a traditional boosted ridge regression model built using
the Machine Learning JS library [17]. It visually represents models
from these two categories by placing them in separate bins side by
side in a Stacked Horizontal Bar View (refer Figure 1-A). While
the color represents the model category (and a model performance
metric), the size of the bars represent a user specified performance
metric such as adjusted R2− Score, Root Mean Squared Error
(RMSE) etc. Users can also see system recommended top ’k’
models’ prediction output per data instance, through the Instance
Unit View (refer Figure 1-B) highlighting prediction error per data
instance. Furthermore, users can compare high performing models
from each category by exploring feature correlation, variance etc.
(see Figure 4) and hyperparameter settings (see Figure 1-C, and
Figure 3) that led to the construction of their preferred models.
LEGION visualises this information through a series of stacked
unit visualizations (see Figure 3) and small multiples of scatterplot
charts. To continue their analysis process, users can specify new
hyperparameter settings (i.e., hyperparameter names and value
ranges to construct new models), and a set of features (based on
the learning about the models and the data in the analysis process)
to further train new models that better support their expectations.

Incremental construction of multiple ML models, and analysing
them leading to the selection of a specific modeling strategy and
a set of preferred model(s) is a very complex task that require
technical expertise in both software skills and elementary data
science. For instance, current multi-model systems [7], [18], require
users to adapt to the steep learning curve of interacting with a
complex user interface with a complex workflow, in addition to
be able to comprehend model metrics, hyperparameters etc. While
we are motivated to aid comparison of multiple candidate models
to help users learn about them and the underlying data, we also
seek to simplify the complex user experience of interacting with
multiple models prevalent in current systems. To that end, we aid
comparison of models in relation to prediction on relevant data
instances or explaining a models’ reasoning process through the
visualization of top weighted features (by the model) and their
correlation with the target label in the data. As such, if a user
notices that a high performing model weights features that are
more relevant to their domain, they may feel more confident about
it than a similar black-boxed model. Likewise, if a user sees high
performing models fail to correctly predict relevant data instances,
in comparison to other relatively lower performing models that
correctly predicted these data instances, they may understand that
there is a tradeoff between the overall accuracy and the accuracy
over a subset of data instances. Furthermore, if the user sees models

from one category (e.g., hyperparameter tuning) are consistently
performing better, they learn which model construction strategy
is more suitable for their problem (and the data). In LEGION, if
users are not satisfied with any of the presented models, they can
also explore models that are constructed using an hybrid approach.

We also present two use cases with real world datasets of
Cancer Mortality Rate prediction [19] and US Stock Price variation
prediction [20]. Through these use cases we explain how LEGION
helps users: (1) in deciding on modeling strategy that is appropriate
for their problem, (2) to learn about features in the data that drive
the construction of preferred models, and (3) to retrieve various
hyperparameter settings of constructed models that specifically
solved their analytic goals. Our contributions are:
• A visual analytic system LEGION that allows users to

compare models constructed using either hyperparameter
tuning or feature engineering approach.

• Two use cases on real world datasets that explain the utility
of the tool and validate that LEGION is effective in teaching
users about model tradeoffs and about the underlying data.

2 RELATED WORK

2.1 Interactive modeling in VA
In visual analytics there are many systems that have looked at
interactive construction of models [21], [22], [23], [24], [25], [26],
[27]. These include models for classification task [28], [29], [30],
interactive labeling [31], [32], dimensionality reduction [33], [34],
clustering [7], [18], metric learning [35], etc. These systems are
driven by the concept that users can visually adjust model param-
eters by direct interaction with graphical visual interface elements,
that drive the underlying model adjustment/steering process to
adhere to their expectations. Using this approach users can bypass
the need to know specific details on model hyperparameters, model
performance metrics and other mathematical constructs, the burden
of which is off-loaded to the system. For example, the system
ModelTracker visualizes model performance metrics in relation
to data instances and their similarity in the feature space to help
model developers debug models [36]. Using a similar interaction
approach, in this paper we are specifically looking at regression
tasks in ML. Regression is a process that aids prediction of a
continuous value given a set of training examples (e.g., rows and
columns in a table). For instance, regression allows predicting
the price of a house (given a set of features such as size, rooms,
location, etc.) [3]. In VA there are many interactive regression tools
e.g., Piringer et al. demonstrated a multiple regression modeling
system that uses comparison of multiple model outputs to help
users select a preferred model [9]. BEAMES, another regression
modeler allows users to interactively inspect, select, and steer
multiple regression models [10]. While these tools are effective to
solve a regression task, they do not allow comparison of multiple
models with respect to how they were constructed, an aspect of
modeling that we are specifically exploring in this paper.

2.2 AutoML and Hyperparameter Tuning
Model selection is a pivotal problem in making ML accessible to a
wide range of people, use cases, and domains. This model selection
problem can be framed as, given a set of learning algorithms A, a
set of associated hyperparameters H, a dataset D (split into train
and test set), a very specific ML task (e.g., regression) T , the goal
is to select a model m (from a large set of model options M such
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Fig. 1. LEGION - multi-regression modeller. A. Stacked Horizontal Bar View showing regression models constructed using two techniques in separate
bins (blue and red bars). B. Instance Unit View. C. Parameter Comparison View. D. Model description in text. E. Radial View showing top ’k’ models’
RMSE on train and test set (color coded by modeling strategy used). F. Buttons to toggle new models and control panel.

that it maximizes or minimizes a pre-defined performance metric P.
As this task often requires significant technical expertise, recently
researchers demonstrated applications that automate this process
of model selection by the invention of AutoML platforms such as
AutoWeka [37], [38], SigOpt [39], TPOT [40], HyperOpt [41], [42],
or Auto-sklearn [43]. Other tools have also looked at visually tuning
hyperparameters to help users decide on optimal models [44], [45].
These systems apply techniques such as Bayesian optimization [43],
evolutionary algorithms [40], deep reinforcement learning [46], or
other custom-defined evaluation metrics [47] to select a model for
the given problem case. However, these tools fail to incorporate
subjective preferences of end-users, that drives the motivation to
include humans-in-the-loop of model construction and selection
[48]. To bridge the gap between AutoML and the conventional
process of manually selecting models, we are motivated to present
a visual analysis tool that automatically drives model construction
and recommendation of preferred models for selection (guided by
users), based on comparative analysis of candidate models.

2.3 Multi-model systems in VA
VA literature has seen the surge of multi-model based VA systems
that provide users access to many ML models. These span various
ML problems e.g., Clustervision assisted users to find better
performing cluster models [7], Starspire showed building text
analytic models [49] using multiple models, Prospect facilitated
adjusting data properties as users interact with multiple ML models
[50]. As we are interested in regression task, we looked at similar
multi-model interfaces for regression modeling such as Hypermoval
[9], RegressionExplorer [5], BEAMES [10] etc. A similar system
Gamut is a regression modeler using GAM models that allows
interpreting model output in relation to data instances and features
[12]. Many of these systems also allow model comparison such as
MLCube [13] that provides a tabular list view to see characteristics

of different models. Similarly StackGenVis assists users to decide
between different model options by managing data instances,
selecting relevant feature combinations, and finally selecting highly
performant models [51]. Mühlbacher et al. showed a technique
to present trade-off analysis, model validation, and comparison
of many regression models [52]. As effective as these and many
other [53], [54], [55], [56], [57], [58] multi-model tools are, only a
subset of them provide direct model comparison. Even the tools
that deploy model comparison, most of them compare models of
a specific type or class e.g., boosting models or random forests
etc. More importantly, none of them clarify the distinction between
models in relation to how they are constructed. Thus to answer
users’ question: What modeling strategy should they choose?, we
seek to build a visual analysis tool by showing direct comparison
of regression models with respect to how they were constructed.

To summarize, from the literature review we understood that
we need to design a visual interface that expands current multi-
model tools and model comparison approaches by allowing model
comparison with respect to their construction techniques. Our
technique should explain incremental model incoherencies or
similarities in relation to data instances and feature correlations.

3 SYSTEM: UI AND TECHNIQUE

Here we describe our visual analytic prototype - LEGION,
designed to interactively construct multiple regression models. We
first describe a set of design guidelines and tasks that we derived
based on extensive literature review, and our past efforts in the
space of multi-model based VA systems.

3.1 Design Guidelines and Tasks
DG1 : Visually show model incoherencies based on their
construction technique. There are many regression model
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Fig. 2. Instance Unit View - A. Training instances shown as orange bars,
encode prediction errors (negative errors are shown by upside down
bars. B. Each row is a models’ prediction output, showing its name and
color coded by the modeling technique. C. Users can brush to select
data instances (shown in white), LEGION highlights preferred models.
D. Test Instances.
construction techniques, each leads to models that may be are
similar or different from one another. Users should be able to
perceive these similarities and incoherencies amongst models as
they compare a set of candidate models.
DG2 : Present model implication on the data, and the use
of specific features: Users should be able to view a models’
implication on the data (at the instance level) in terms of prediction
output value. Furthermore, they should be able to learn about
features in the data that are more relevant to the construction of
better performing models; be able to adjust the selection and the
use of these features as they incrementally construct models.
DG3 : Guide users with model recommendations: There can be
many regression models constructed using either the hyperparame-
ter tuning or the random selection of feature technique. The system
should guide the users to look at specific models that may better
suit their data analytic goals. There should be a system guided
recommendation of models that assists users to inspect specific
models as they interact with the visual interface.
DG4 : Interactive feedback driven construction and selection
of new models: System should allow the possibility of interactive
adjustment of models performance, and future construction and
selection of new models by the user. As such, users interactive
feedback should directly adjust the construction of new models
and the underlying search process of the system, as it samples new
model using the discussed construction techniques.

Based on these guidelines, we set forth the following set of
tasks for our proposed system.
T1 : Interactive construction of models using two strategies:
Users should be able to interactively construct regression models
using two strategies: hyperparameter tuning and random selection
of features. Users should be able to incrementally construct these
models by adjusting their input preferences through interaction.
T2 : Compare models to select an appropriate modeling
strategy in relation to subset data instances: Users should
be able to compare models with each other with the goal to
decide on a preferred modeling strategy. In doing so, they should
learn similarities and differences between them, and other critical
tradeoffs as they decide on selecting their preferred model and
modeling strategy for the task.
T3 : Allow users to interactively navigate within the space of
sampled candidate regression models. Users should be able to
provide feedback to the system by directly manipulating visual
encoding of various entities represented in the system or through
control panel style input widgets.

3.2 User Interface
LEGION contains these main views: (1) Stacked Horizontal Bar

Fig. 3. Parameter Comparison View - A. Hovering on a model based
on the hyperparameter value. B. User brushes mouse on the x-axis to
highlight chosen models on the Horizontal Stacked Bar View.

View, (2) Radial View, (3) Instance Unit View, (4) Feature Explorer
View, and (3) Parameter Comparison View, as explained below:
Stacked Horizontal Bar: This view shows regression models
as horizontal bars placed in separate bins; each representing
models constructed using a specific modeling technique such as
hyperparameter tuning or random selection of features. In this
prototype two such bins can be seen (Figure 1-A), however more
can be added. Every row in the bin contains a set of bars (each
a regression model). While the size of the bars encode a specified
model metric such as RMSE value, the color encodes another
metric such as residual error or adjusted R2−Score. Inspired from
the abacus design, this view is designed to cluster models such that
better performing models can be easily visually perceived from
the large collection of models. Within each bar a horizontal black
line encodes number of features used by the model in its training
process. In addition, users can toggle to see models from all the
bins in one bin vertically stacked with each other, allowing users
to directly compare models’ prediction metrics.

On a typical laptop screen size each bin can hold approx. 70-80
models, and if more models needs to be added, this view can scroll
to scale. The bars that are placed per row (in a bin) are optimized
to accommodate models as they are trained. To visually cluster
high performing models together, they are grouped with relatively
poor performing models per row. Here performance is indicated
by the length of the bar; higher performing models are placed on
the left. By default, the vertical ordering of the models are guided
by the order of model construction, however, users can sort the
models vertically by a specified metric e.g., residual error, RMSE,
R2−Score, number of correct predictions on the test set, etc. (Fig-
ure 5-D). The visual layout helps in comparison of models within a
bin and also with models from the adjacent bin. Furthermore, this
design adapts progressive visual analytic principles [59], meaning
as models are constructed they are placed per row, without the
need to re-calculate the layout as we see in some other visual
arrangement techniques e.g, force directed graph layouts etc.
Radial View: This view places two stacked radial bar charts next
to each other, each representing a set of recommended models’
performance metric on training and test set (see Figure 1-E). When
a user clicks on a bar on the Stacked Horizontal Bar View, a set of
‘k’ recommended models are shown in this view, while the clicked
model is highlighted with a white stroke. The color of the bars
are synced with the Stacked Horizontal Bar View to ensure direct
comparison of models can be made in relation to construction
techniques. This view facilitates an overview of which model types
performed better or worse on the training and test set. It is accom-
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Fig. 4. Feature Explorer - A. Scatterplot matrix showing highly variant fea-
tures. B. Horizontal bar chart showing top weighted features in a model.

panied by a textuall description of the characterisic of a selected
model and the total collection of models as seen in Figure 1-D.
Instance Unit View: This view lists prediction output from
‘k’ recommended models as horizontal bar plots, where the x
axis plots data instances and y axis plots the prediction error
(Figure 2-B). Each models’ prediction error per data instance on
the training and validation set are encoded as vertical bars. If the
error is positive then the bars are on top of the x axis, while if
negative then the bars are on the bottom. The color ramp further
emphasizes this concept. The model type (HPT or FST) is shown
by a colored badge on its left. Users can brush over the x axis
to highlight a subset of data instances. In response, LEGION
highlights recommended models on the Stacked Horizontal Bar
View that performed better on the chosen data instances.
Feature Explorer: When models are selected by users or when
new models are constructed then the top performing features are
shown in this view (Figure 4). They are shown as: (1) a set of
‘k’ (k=3, can be adjusted) scatterplot charts showing correlation
between the feature and the target variable, (2) a scatterplot matrix
of top 4 highly variant features, and (3) a horizontal bar chart
listing highly weighted features in the model. Users can brush over
the correlation scatterplots or the scatterplot matrix to highlight
data instances in the Instance Unit View, prompting LEGION to
recommend and highlight models in the Stacked Horizontal Bar
View that performed well on these data instances.
Parameter Comparison View: In this view a set of unit
visualizations shown that are stacked vertically (Figure 3). Each
such view encodes R2 score (on test set) on its y axis, while
the x axis shows a model hyperparameter such as learning-rate,
drop-out-value, etc. Models are encoded as circles where the color
encode the model type (HPT or FST). Using this view the user
learns about hyperparameter settings that led to the construction of
better performing models and their types. Users can brush on the x
axis (Figure 3-B) to highlight the models on the Stacked Horizontal
Bar View. One of the views in this set encodes number of features
on the x axis, communicating how many feature combinations led
to the construction of better performing models (e.g, R2−Score).

3.3 Technique

The underlying multi-model construction and selection of models
adopts a methodical and systematic process further discussed here.

Fig. 5. A. Users can train new models, or load pre-trained models. B.
Control panel to specify hyperparameter range values. C. Control panel
to specify selected features and their weightings. D. Models can be
sorted by a performance metric value.

Model Construction Technique: Our technique builds two
types of models. The first type U , represents models constructed
using Tensorflow JS simulating a linear regression model. In our
implementation we adapted this example [60] and further modified
the architecture of the network to adapt to the tested datasets. We
setup the base Tensorflow model with hyperparameters such as
num-hidden-layers = 3, nodes-in-hidden-layer = 20, drop-out-rate
=0.01, optimizer = ‘sgd′, num-epochs = 20. The other model type
V is a custom-designed boosted ridge-regression model with ‘k’ (a
hyperparameter) underlying regression models vi. We utilised ridge-
regression model from the Machine Learning JS Library [61]. Over-
all, V takes these hyperparameters: num-epochs = 10, learning-rate
= 0.12, l2-weight = 0.03, loss-func = ‘leastsquares′, k-models = 5.
These hyperparameters are set by running the model with randomly
assigned hyperparameters n= 10 (value can be adjusted) times, and
the best performing models’ hyperparameter settings were used to
construct V , and never adjusted when user interactively constructed
models. We also considered using the same learning algorithm for
both U and V , however, tuning hyperparameters for a Tensorflow
model seemed a more common practice by ML developers [62].
Input Data and Model overfitting: Our technique consumes the
input data D, splits it into a training set T , a set of m vallidation
sets S, and a test set R. As users iteratively construct models, T
is used to train new regression models (U and V ), however, per
iteration a new validation set from S = S1,S2,S3....Sm is used to
test the model. Thus the trained model (U or V ) never sees the
validation data instances before. Multiple sets of validation data is
used to ensure the model does not overfit and always is tested on
unseen data instances. Finally users can validate the trained model
on R as they export any model.
Hyperparameter Tuning: Furthermore, as discussed earlier,
models of type U are optimized using the hyperparameter tuning
technique. To that end, we utilised the HPJS library [15], to tune
hyperparameters of the Tensorflow models (U). To HPJS, our
technique provides the model U , a set of hyperparameters H to tune,
and a domain range d (within which HPJS samples hyperparameter
values) to construct new regression models. We also provide a
loss metric ω = ‘meanSquaredError’ to drive the hyperparameter
optimization process guided by HPJS.
Feature Engineering: Feature engineering ensures that predictors
(features) from the input data are encoded in a manner to
maximize a models’ performance. Within the scope of feature
engineering, there is feature transformation and feature selection.
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Fig. 6. Flow-diagram of the max-heap data structure to store models for
recommendation. Numbers represent a score computed for each model.

While feature selection limits number of features utilised to train
the models, feature transformation includes various family of
algorithms that performs operations on the input features, such as
scaling, normalizing, random projections etc. to ensure the model
accurately gets informed from the data. Our technique allows
random selection of features F and application of a preset list of
feature transformation rules A (randomly chosen) to these features
before constructing models. Let’s say input data has l features ,
F = F1,F2,F3....Fl , then our modeling engine, samples multiple
models e,g, V = V1,V2,V3..., where each Vi is trained using j
( j <= l) randomly chosen features e.g., F = F3,F4,F10.... Similarly,
a subset of the features in F are transformed using a random
selection of feature transformation rules in A. For this prototye
A includes, variance scaling, standardization, mean removal, and
discretization (can be extended in future).

Algorithm 1 Algorithm to recommend models
1: INPUT: u_inst = user selected data, num = number of models
2: PARAMS: model_list, data . stored on the backend
3: function BUILD_MODEL_HEAP

4: for each item in data do
5: m_hashmap← create_heap(model_list,data[item])
6: end for
7: return m_hashmap . dict of model heap per data instance
8: end function
9: function FIND_RECOMM_MODELS(u_inst, num)

10: m_hashmap← build_model_heap()
11: model_arrs← [] . list to store closest models
12: for each item in u_inst do
13: m_recom← get_recom_models(m_hashmap, item,num)
14: m_others← get_rand_models(item,1)
15: model_arrs.concat(m_recom,m_others)
16: end for
17: recom_models← get_overlap_mods(model_arrs,num)
18: if recom_models.length == 0 then
19: recom_models← model_arrs.slice(0,num)
20: end if
21: return recom_models . list of recommended models
22: end function

Model Recommendation Technique: User interaction in LE-
GION includes: (1) selecting data instances from either the Instance
Unit View or the Feature Explorer View, and (2) selecting models

from the Stacked Horizontal Bar View. As they interact, a set of
high performing models are recommended for them to consider. To
implement this workflow we designed our model recommendation
engine inspired by the previous work of Vainshtein et al. [63]
and Shapira et al. [64]. In this technique we represent various
characteristics of models (U , V ) by extracting their meta features
in M. It contains information such as model hyperparameters
H, model metrics W (containing RMSE, R2− Score, Adjusted
R2−Score, Max-Error, and Residual-Score), feature weights F and
user feedback E. E may include number of times users exported
a model, clicked on it, or if they liked it. We weight H, W , F
and E by φ = φh,φw,φ f , and φe, respectively. These weights are
hand chosen by us by repeated trial and error with various datasets.
Finally, we rank the models using M and φ ; a process that generates
a rank-score (Qu, and Qv) to each model in U and V respectively.
Next we describe how LEGION recommends models for the two
types of user interaction.

Using Qu, and Qv, we store the models in two max-heap data
structures (HPu and HPv), where the model with the maximum
rank-score (e..g, Quk) is stored at the root (see Figure 6). In the
first interaction type, when users select a model (say Ui with
rank-score Qui) our technique queries HPu for top k closest models
to Qui. The max-heap responds with closest models Cu with a
similar rank-score (see Algorithm 1) and then visualizes it. As
the rank score is derived from various model characteristics, (as
summarized in its meta data M), such as hyperparameters, model
metrics, number of features and user feedback, the set of models in
Cu are expected to be similar to Ui. Besides showing closest models
to Qui, we also include a handful set of randomly chosen models
to allow users the opportunity to explore a diverse set of models.

The second interaction type is when users select data instances.
We use trained models to predict labels for training set T and test
set Si as Lt and Ls respectively. Next we store a hash-map (e.g., a
dict in python) data structure D, where the key is the data instance
id, and the value is a max-heap of ‘K’ models that performed better
than others in the collection. When new models are trained we look
up D; for each data instance (both train and test set) we check if
that model performed better than any other model already stored
in the max-heap. If yes, we replace it with this model. However,
if the max-heap is empty then, if the model satisfies a threshhold
value α (a hyperparameter) then it gets stored in the max-heap.
Constructing the hash-map D takes O(vlogK) time, where v is the
number of data instances in the training or test set and K is the
number of recommended models we want to store. As users select
specific data instances, the system refers D and recommends K
models (either U or V ) that performed better on these instances.

4 USAGE SCENARIOS

4.1 Death Rate Prediction
In this usage scenario we show how LEGION can assist users
in selecting regression models based on a specified performance
metric and model construction technique. Taylor is a data analyst
(with elementary understanding of regression) at a government
healthcare agency and they are building a regression model to
predict Death-Rate-Per-County using the Cancer Mortality Rate
Data (per US County) [19]. The dataset contains 3048 rows, each
row representing the death rate of a US county. Furthermore,
it has 34 attributes (1 categorical variable) including incident-
rate, median-age, avg-household-size, birth-rate, perc-resid-health-
coverage, and others. They load the data using Pandas python
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package in a Jupyter Notebook, and split the data into a training
and test set. Next, using SK Learn’s machine learning library Taylor
builds a linear regression model whose baseline performance on
the test set is R2Score = 0.453 and RMSE = 120.43 (RMSE = root
mean square error). Not content with this models’ performance and
not sure how to improve it further, they choose to load the data in
LEGION to continue constructing better regression models.

LEGION splits the data into a training set (2100 rows), and
a set of 3 validation sets (each 300 rows, utilised per iteration
of model construction). When loaded, the system asks Taylor to
train new models or load previously trained models (Figure 5-A).
They decide to train a set of new regression models. After few
minutes (15− 18) of training, LEGION automatically saves the
weights of these models for future use. Next Taylor explores the
Stacked Horizontal Bar View (see Figure 1-A) to see two bins
which stores: (1) 36 linear regression models constructed using
Hyperparameter Tuning (HPT, implemented using TensorFlow),
and (2) 42 Boosted Regressors using random selection and
transformation of features (FST) technique. Seeing the length
of the bars in each bins Taylor notices that most of the models in
the FST category are better performers in relation to the default
metric - ‘RMSE’ (other metrics can be specified through a control
panel). They hover over one such model Model M− 12 to see
that its R2− Score is 0.231 and its RMSE is 56.3, which is still
high, but better than the one shown by the base line model. On
clicking the model M− 4 from the FST category, Taylor sees
a recommendation of 20 (6 models from HPT category) other
similarly high performing models on the Radial View (see Figure 1-
E). Based on the color overlays representing model types on the
two Radial Bar plots, they see that the models trained using HPT
performed better on the test set with a lower RMSE of 53.71.

Inquisitive to learn more about models trained by HPT, They
click on the model M−28 (RMSE = 58.73, R2−Score = 0.382, on
validation set) and open the Parameter Comparison View to see
its hyperparameters (Figure 1-C). From this view, they learn that
there are about 8 high performing models in HPT category trained
using learning-rate in the range of 0.05−0.08, num-hidden-layers
as 3, and drop−out−rate in the range of 0.25−0.33. Furthermore,
Taylor learns that 10 out of 34 features (e.g., median-age-male, avg-
household-size, birth-rate, etc.) were weighted heavily by these
models. They open the Feature Explorer View (see Figure 4)
to inspect the scatterplot matrix and the correlation plot to learn
that there is a strong correlation between some of these features
e.g., median-age-male, and median-income and the dependent
variable. However, these models did not include the features
percent-married, and incidence-rate that Taylor considered to be
very strong predictors of the Death-Rate. To improve the models’
performance further, Taylor opens the Control Panel, adjusts the
hyperparameters and selects a subset of total 18 features (choices
made based on the interaction so far, and their prior knowledge).
Next, they trigger LEGION to construct new models.

As LEGION responds, they inspect new models shown in the
Stacked Horizontal Bar View (Figure 1-A). Based on the bar size,
and the color (encoding a higher R2 Score), they click on Model
M− 17 (with RMSE, 12.23) from the FST category and inspect
the Instance View to see the prediction errors per data instance
(on both train and validation set). They understand that the model
overfitted as they find many long error bars on the validation set
(see Figure 2). They drag their mouse on the training instance rows
from 120−180 (where the error seemed highest, see (Figure 2-C).
In response LEGION highlights recommended models (on the

Stacked Horizontal Bar View) that performed better on data these
instances From the recommended models, Taylor clicks on Model
M−21 (RMSE = 10.31, R2−Score = 0.875 on validation set, with
FST technique); they notice that this model did not overfit (as seen
in the Radial Views, Figure 1-E). Finally Taylor inspects the model
hyperparameters and the features used in the model training from
the Parameter Comparison View (Figure 3) before exporting it
to Jupyter notebook for further analysis. Through this use case,
we demonstrate how Taylor was able to explore two different
regression modeling strategies to compare candidate models.
LEGION assisted them in model construction and further, to select
a generalizable model that trained on features that Taylor trusted.

4.2 Stock Price Prediction

Consider Andy is a stock market analyst and wants to predict
future stock price variations to recommend which stocks to buy
or sell. They have taken an elementary online course on Machine
Learning, and using this knowledge is motivated to construct a
regression model on the US Stock Price dataset [20]. This data
contains 22000 rows of stocks from the year 2014−2018. It has
225 columns including revenue, inventory-growth, avg-payable,
debt-to-assets, debt-to-equity, etc. The target variable is the column
price-variation, which indicates how much the stock price may
vary (expressed in percentage, can be negative). If the value is
positive then Andy would recommend to buy the stock, while if
it is negative then their recommendation will be to sell the stock.
As the data contains a plethora of financial indicators as features,
Andy is not certain which of these are stronger predictor of the
target variable than others. To continue analysis, they load the data
in LEGION and construct many regression models.

LEGION first splits the data into a training set of 16000 rows,
and 3 validation sets (each 2000 rows), then responds with 72
regression models built with hyperparameter tuning (HPT) and 83
regression models built using random selection of features (FST)
technique. On the Radial View, Andy notices top 20 recommended
regression models’ with their R2−Score on train and validation set.
From this set, they click on Model M−32 of FST type with RMSE
as 132.2, and R2−Score as 0.541 on validation set. Furthermore,
in the Stacked Horizontal Bar View (Figure 1-A), they see a
short black line indicating that this model used only 32 (out of 225)
features from the data to map its characteristic. On inspecting the
Scatterplot Matrix and the Feature Weight bar plot (Figure 4), they
notice that this model left out many important indicators of stock
price variation such as current-ratio, price-to-sales-ratio, earnings-
yield etc. On the Stacked Horizontal Bar View, they click on
another model M−43 of similar RMSE (112.23) and R2−Score
of 0.592 (perceived based on the length of the bar and its color
encoding). LEGION updates the Radial View (Figure 1-E) with a
set of new recommended models and the Feature Explorer View
with the features that this model trained on. From the correlation
plot in the Feature Explorer, they find that this model used more
relevant features than the other and thus seem more useful for their
analysis. Next they open the Instance Unit View (Figure 2) to
further learn that the most of the high performing models used
atleast 130 features (out of 225). To retrieve a model with a much
lower RMSE Andy inspects models from the HPT type. They brush
their mouse on the Parameter Comparison View (Figure 3) in the
neighborhood of learning-rate with value 0.003 and hidden-layer
with value 3. In response, LEGION highlights high performing
models (on the Stacked Horizontal Bar View); from which Andy
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clicks on Model M− 12 with RMSE = 89.24 and inspects the
Instance Unit View to see its implication on the data.

They find that this model performed poorly on the validation set,
though showed relatively lower RMSE. They brush their mouse on
a set of important stocks from the training set where the prediction
error was higher (see Figure 2-C). In response LEGION highlights
a set of model of both types (HPT and FST) that performed better
on these instances. From the recommended models Andy (as seen
on the Stacked Horizontal Bar View, Figure 1-A), they click on
Model M−74 (RMSE = 81.2) to understand that this model used
most of the relevant features from the data (over 143 features).
In order to further find better performing models Andy opens the
control panel (Figure 5-B,C), adjusts the hyperparameter settings
based on the values they learned from the Parameter Comparison
View, and discards 30 features that have missing values and are
outliers (learned from the correlation plots and the scatterplot
matrix). Next they trigger LEGION to construct new models.

After an hour of training, Andy continues their model con-
struction and model exploration process. LEGION shows new
models and recommends better performing models on the Radial
View. Andyotices that the avg. R2− Score has gone up to 0.962
(compared to 0.541 before). Based on the recommendations, Andy
clicks on Model M−11 (RMSE = 12.23, FST type) and inspects
the Instance Unit View. They learn that this model overfitted and
thus brushes on a subset of incorrectly predicted validation data
instances. As LEGION highlights other recommended models on
the Stacked Horizontal Bar View, they inspect Models M− 5
to M− 13, all similarly high performing models of HPT type.
They see from the horizontal black line that some of these models
weighted 64 features very highly most of which were very relevant
to predict the price variation of the stock. Next, Andy explores
these models on the Parameter Comparison View to learn about
their hyperparameter settings (Figure 3). They choose to select
Model M−12 as it exhibited a simpler model architecture (based
on the hyperparameter values). Finally, Andy exports the model to
continue analysis and report results to their manager to recommend
stock buying options to their clients.

5 DISCUSSION AND LIMITATIONS

Broader implication of model comparison: In this paper, we
were driven by the intuition that model developers spend extensive
time in tuning models to achieve a desired goal and that entails
exploring and experimenting with numerous modeling strategies.
We hypothesize that knowing about the merits of different
modeling strategies early on, in the model selection process may
save time, effort, and compute resources. This paper specifically
extends current research on model selection, by empowering users
not only to select a model, but also facilitating the opportunity
to select a preferred modeling strategy for their problem. While
model selection means completing a data analytic task, selecting
a modeling strategy helps users to learn and discover something
novel about the modeling process.

That being said, this paper demonstrated visual comparison
of two of the common modeling strategies. However, there are
many other strategies such as using data augmentation, changing
input data size (e.g, analysis of learning curves in ML [65]), etc.
to construct models. The visual design of the (Stacked Horizontal
Bar View) is designed to scale with the number of comparison one
needs to make; for example to compare four modeling techniques,
the current design would present four adjacent bins, each holding

bars or sequence of cell grids to encode models. In the future we
plan to test the current visual design further, with more than three
modeling strategies side by side.
Tradeoffs in modeling strategies: From the use cases (refer
Section 4.1 and 4.2), we learned that for both the datasets the
modeling problem was not so straight forward, and thus needed
extensive exploration of the model space. Furthermore, through
these use cases we demonstrated how LEGION assisted users in
not only comparing models in relation to construction techniques,
number of features, and hyperparameter settings applied, but also
facilitating learning the data and the useful predictors (features)
in it. For example, using our system users may filter similarly
performing ‘k’ models and then compare them in relation to how
simple or complex they are, how interpretable they can be, or
what features they use to map the data; knowledge about these
aspects may guide users to make informed choices as they select
models. LEGION assists users in adapting the ‘Occam’s Razor’
concept [66] that advocates selecting simpler models from a set of
candidate models, given all of them perform highly/similarly on
a specified performance metric. In the future, we plan to extend
this functionality by further recommending adjustments users can
make, that may reduce complexity of a black box model without
losing its performance.
Advent of Feature Engineering in LEGION: Feature engineer-
ing presents ways to represent input data by applying operations
that transforms raw data into a format that better characterizes
the underlying information, directly impacting models’ predictive
performance. As part of feature engineering one can either select
features, apply specific transformative operations on chosen fea-
tures (e.g, scaling, normalizing, etc.), or can extract/construct new
features e.g., create new features from existing ones. In this paper
we have shown implication on models’ prediction when constructed
using random selection of features and random application of
transformative operations. However, at present LEGION does not
support feature extraction/construction [67], which we plan to
prototype and test in the near future. Another approach we may
consider is to apply feature augmentation using new data sources
[68] to construct new models for comparison.
Model agnosticity, and scalability: LEGION is designed to
work with tabular data to build regression models. However,
the backend is also flexible to support other ML tasks such as
classification with little adjustments to the current code base.
Furthermore, currently the system supports two modes of model
construction: (1) real-time model training, and (2) pre-training
models and then loading these models to continue analysis. The
first approach is suitable for medium size datasets (rows < 10k,
columns < 30), wherein models are visually rendered as they finish
training (similar to progressive visual analytic style rendering of
views [59]). The second approach is designed to support larger
datasets (tested with dataset with row <= 100k, column <= 600),
wherein users can train models overnight and then later analyse
and compare models when the training is complete.

Furthermore, the Horizontal Stacked Bar View, is designed
to scale with the number of models’ it needs to render. It can be
transformed into a heatmap view, where pixel(s) instead of bars can
visually encode a model, the size or area of which can represent a
performance metric. On the engineering side, LEGION is designed
with Tensorflow JS and MachineLearning JS, both of which features
client-side model computation, off-loading the need for powerful
servers. On the frontend the visualizations are implemented using
a game design framework Phaser JS [69], that exploits GPU
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rendering on a browser. Client-side computation is designed to take
advantage of better compute devices many ML practitioners have
and further reduce the system design complexity on the server-side.

6 CONCLUSION

In this work, we demonstrate that multi-model based visual
analytic systems can visually represent models by their construction
technique, leading to more in-depth comparison to assist users in
model selection. With our prototype LEGION, we present how
users can be guided as they decide on which model construction
technique to adopt and how models can be selected given a plethora
of tradeoffs and model incoherencies that exists in numerous ML
problems. To that end, with two real world datasets we show how
LEGION can help users to interctively construct regression models,
comparing their tradeoffs, and providing interactive feedback to
further adjust these models to suit their specific data analytic goals.
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